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0.1 INTRODUCTION

Regression models are one of the most widely used methods for statistical analysis because they provide the opportunity to explore the simultaneous effects of multiple covariates on a particular outcome or dependent variable of interest. It is now standard statistical practice to apply a stepwise or other recursive algorithm to fit regression models, whether it be a normal-errors multiple regression model or a likelihood-based linear model such as Cox’s proportional hazards regression model for event-time data.

Over the past 30 or more years many papers have been written about the problem of model specification. In a landmark paper, Efroymson (1960) first proposed the now commonly used algorithm for stepwise regression model building. Since then, there have been a number of papers to further refine and evaluate the properties of stepwise algorithms for model selection, and of the reduced models so selected (c.f. Cox and Snell, 1974; Hocking, 1976; Miller, 1984, among many). It has been shown that a stepwise algorithm may miss a truly “best” reduced model, and the merits of forward selection and backwards elimination have been debated (Mantel, 1970). Further, the potential bias in estimates of regression coefficients from a reduced model, relative to those of a true full model, has been explored (c.f. Hocking, 1976; Miller, 1984), and criteria for model selection based upon minimum bias in the predicted values has been proposed (Mallows, 1973).

In addition, it is has been demonstrated that the Type I error associated with tests of model fit and individual effects can be wildly inflated by a stepwise (or any reduced model) algorithm because the resulting p-values for tests of model fit and for individual effects will be far too small. The magnitude of this inflation in Type I error, or devaluation of p-values, has also been explored under special cases (Pope and Webster, 1969; Wilkinson and Dallal, 1981; Freedman, 1987; and Flack and Chang, 1987; among others). Kupper, Stewart and Williams (1976), and Butler (1982, 1984) describe Bonferroni expansion-based procedures for determining a protected p-value or significance level. In general, perhaps the best practice is to restrict tests of significance to those actually associated with the “full model” containing the complete set of relevant covariates. All of the above cited papers explore these problems within the context of the traditional normal-errors linear model. Similar results also apply to the more general family of generalized linear models (c.f. McCullagh and Nelder, 1989).

Although it has been argued that the backwards elimination (step-down) procedure is better than the forward selection procedure (Mantel, 1970), the latter is more commonly used in practice dating back to the initial work of Efroymson. Mantel argued that a backwards elimination procedure was preferable because it started from a full model with all of the potential covariates of interest examined simultaneously. Then, by eliminating unimportant variables in turn, it is more likely that such a model will identify synergistic covariate effects. Synergism occurs when two covariates together have a substantial effect within the regression model when neither covariate individually has any substantial effect. Synergism will rarely be detected by a forward model selection
procedure. On the other hand, a forward selection procedure is less susceptible to including two antagonistic covariates in the model. Antagonism occurs when each of two covariates individually, or in combination with other covariates, have a substantial effect within the model, but when employed simultaneously the two covariates tend to cancel each other out.

Regression models are used in many contexts and with many objectives. Efroymson was an industrial statistician who was principally interested in constructing a parsimonious regression model for actual use in making predictions. In such cases, the objective of the “stepwise” model selection procedure is to identify a reduced model that works about as well as the full model; and it is not necessarily important as to which covariates are included in the final parsimonious model, nor how they got there.

In other cases, the objective of the analysis is to describe the structural relationships between a set of covariates and the dependent variable. Sometimes the analysis is aimed at confirming associations which were suggested from sources other than the data at hand. More often than not, however, the purpose of the analysis is exploratory in an attempt to evaluate and describe the manner in which the covariates interact each other in a regression model which describes their joint association with the dependent variable. In this case, a simple stepwise model selection procedure is far from adequate in exploring the nature of covariate effects.

The purpose of this brief article, therefore, is to describe a simple algorithm which can be used to identify and explain synergism and antagonism among the covariates in an exploratory analysis. In Section 2, some common misinterpretations of regression models are discussed. Section 3 then describes an algorithm for the identification of synergistic and antagonistic effects among the covariates through application to a set of data. Section 4 then further discusses the applicability of this approach to exploratory data analysis.

0.2 MIS-INTERPRETATIONS OF REGRESSION MODELS

Exploratory regression analyses are widespread in virtually all of the natural sciences, especially medical epidemiology. In addition to the common problem of reporting spurious p-values for effects identified by a “stepwise” procedure, two other types of misinterpretations of the data are common. Firstly, the variables selected in a reduced model often are interpreted as “the most important variables.” Secondly, it is common practice that when one covariate is significant in the model, in the presence of others, then that covariate is said to have an “independent effect,” rather than an additive (or multiplicative) effect. It is a sad commentary on statistical education to note that such widespread interpretations are nonsense.

The first problem, the declaration of seemingly “most important” effects, arises because a regression model is nothing more than a data smoothing technique. However, since the variable selection procedure can not distinguish true
signal from noise, so to speak, no special credence should be placed on the relative importance of selected covariates versus non-selected covariates, without further study. Just as the \( p \)-values for effects in a reduced model are spurious, so may also be the actual subset of covariates selected in the final reduced model. This problem was recently addressed by Hauck and Miike (1991) who showed that often there are “close alternative” variables which could be selected at a given step, and that no special credence should be given to the final set of selected variables.

It is usually a sobering experience to take a set of data, split it into two parts at random, and then observe that a stepwise algorithm identifies two different sets of “most important variables”, with few if any variables in common among the two sets. Cornfield (1976) describes one such instance where a stepwise procedure identified 10 “important” variables within each half of a large set of data, but the two sets of variables had only two variables in common (Coronary Drug Project Research Group, 1974). Unfortunately, such “split data” validation (Snee, 1977; Picard and Cook, 1984) is rarely performed. Recently, Thall, Simon and Grier (1992) describe a variable selection procedure using cross-validation in an attempt to differentiate truly important covariate effects (the signal) from random covariate effects (the noise). This method, however, is highly computer intensive.

The second problem, the declaration of seemingly “independent” effects, arises from a fundamental lack of understanding, often by statisticians, as to the meaning of a coefficient in a regression model. First, consider the standard multiple linear regression model (identity link with i.i.d. normal errors) for a completely balanced designed experiment; i.e., a crossed factorial design with a common cell sample size. Since the vector of values for a given factor (column of the design matrix) is orthogonal to those of all other factors in the model, then the coefficient for that covariate is unique, as is the regression partial sums of squares (or deviance), and these quantities are unchanged in any reduced models. However, this is not the case when the design factors (covariate vectors) are not orthogonal, and the other factors (covariates) have non-zero associated coefficients. Thus, the \( \beta_1 \) and the corresponding deviance are not the same quantities in the model \( E(Y) = \beta_0 + \beta_1X_1 \) and in the model \( E(Y) = \beta_0 + \beta_1X_1 + \beta_2X_2 \), when \( X_1 \) and \( X_2 \) are correlated and \( \beta_2 \neq 0 \). Further, it has been shown that these quantities are not unique for families of regression models which are neither linear nor exponential, such as the Cox proportional hazards model, even when the covariates are independent in expectation (Gail, Wieand and Piantadosi, 1984).

Therefore, the above simple linear models should be written more informatively as \( E(Y) = \beta_{0|0,1} + \beta_{1|0,1}X_1 \) and \( E(Y) = \beta_{0|0,1,2} + \beta_{1|0,1,2}X_1 + \beta_{2|0,1,2}X_2 \), where \( \beta_{1|0,1} = \beta_{1|0,1,2} \) if the covariates \( X_1 \) and \( X_2 \) are orthogonal or if \( \beta_2 = 0 \). In general, any coefficient \( \beta_k \) should always be interpreted as \( \beta_{k|\Omega} \) in reference to the particular set of covariates \( \Omega \) employed in a particular model. When the components of \( \Omega \) are changed, as in the successive steps of a stepwise algorithm, then both the meaning and usually the value of the coefficient for the \( k-th \) covariate change.
Changes in the value of the coefficient for a given covariate reflect changes in the nature of the association with the outcome. However, as one changes the set of covariates $\Omega$, the strength of the association of a covariate with the outcome may change, apart from any change in the coefficient. Herein, it is proposed that the strength of association be measured by the reduction in deviance associated with a given covariate, termed herein the partial deviance for that covariate. In a generalized linear model (McCullagh and Nelder, 1989), the deviance is used to measure the unexplained (or explained) variation associated with a given model, or with a set of nested models. Herein, however, the term "partial deviance" is used to emphasize its relation to a particular covariate in a particular model.

When modelling, often the changes in the partial deviance for each covariate are the most informative aspect of the data, because when examined systematically, they provide a description of how the covariates inter-react. The following section, therefore, provides an algorithm for identifying synergism and antagonism among covariates based on changes in deviance from one model to the next.

0.3 IDENTIFICATION OF SYNERGISM AND ANTAGONISM

The algorithm is best described by application. As a preamble, it is assumed that one has identified the important covariates of interest, based not on data exploration, but based on knowledge of the phenomenon under study. Further it is assumed that the appropriate model has been specified and that the model assumptions assessed.

As an example we use data from the National Cooperative Gallstone Study (NCGS) (Schonfeld, Lachin, et al., 1981). In the NCGS a total of 916 patients with cholesterol gallstones were entered into a randomized clinical trial to assess the effectiveness and safety of a drug treatment for gallstones. Other studies have shown that the baseline or pre-treatment serum cholesterol level ($mg/dl$) is positively related to the effectiveness of bile acid treatment for gallstones, but that such treatment may result in unfavorable increases in post-treatment cholesterol levels. Ironically, however, serum triglycerides ($mg/dl$) rather than cholesterol is a dominant risk factor for the development of gallstones. Thus, an analysis of the cross-sectional, pre-treatment data from these 916 patients is presented in order to describe the association of other patient characteristics with serum cholesterol levels.

For this analysis, the following covariates were selected for exploration based upon the known correlates of serum lipids or of gallstone disease. These included age in years, sex (1 if male, 0 otherwise), body weight (kg), percent of ideal body weight (%) based upon the Metropolitan Life Tables of ideal weights, diastolic blood pressure (mm Hg), and an indicator variable for whether the patient is a current drinker of alcoholic beverages (1 if yes, 0 if no). All of these variables are readily obtained from a brief patient examination. In addition, the analysis employed serum triglycerides ($mg/dl$) and the biochemical test of overall liver function SGOT (International Units, IU). The latter was included because the
liver serves to regulate blood cholesterol levels, and because alcohol consumption can both raise serum cholesterol and raise SGOT, the latter reflecting loss of liver function.

To search for covariate inter-reactions, it is important that a measure of covariate effect within the regression model be employed. For this purpose, $p$-values generally can be highly misleading. Rather, a measure of the effect of the covariate in the context of the regression model is desired. In the framework of generalized linear models, the appropriate measure is the partial deviance, or change in deviance (log likelihood) when a given covariate is added to or deleted from a model. In the normal-errors multiple regression model, the deviance is the error sum of squares, $SSE$, which is proportional to the model $R^2 = (SST - SSE)/SST$, where $SST$ is the total sum of squares. Therefore, the partial deviance for the $k-th$ covariate in a given model is $\Delta SSE_k$, the change in deviance when that variable is removed from the model. This is equal to the partial sum of squares for regression for that covariate (e.g., the SAS Type II sum of squares in PROC REG). This partial sum of squares is proportional to the (semi-) partial $R^2 = \Delta SSE_k/SST$, which is a measure of the proportion of variation explained by that covariate within the multiple regression model.

The attached Table 1 presents the results obtained upon application of the algorithm. The last row presents the partial $R^2$ for each covariate within the “full” regression model employing all covariates simultaneously. A backwards-elimination procedure was then applied, where at each step the variable with the least influence as measured by the partial $R^2$ was deleted. The first step model is presented in the second-to-last row, the next step model in the next row etc. The first row of the table then presents the $R^2$ for regression for each covariate individually based upon a separate univariate regression model for that covariate against the dependent variable. Note that the table is arranged by columns in the order the variables were deleted from the full model. Also, note that the process continued without stopping, i.e. until all variables had been eliminated. This was accomplished using the SAS PROC STEPWISE with SLS = 0.0.

For now, ignore the values in parentheses in the upper triangular matrix other than the first row. We can now examine the effects of each covariate individually within the respective columns of the lower triangular matrix, reading from top to bottom. For example, examine the effect of sex which has an $R^2$ of 0.014 in the full model. When percentage ideal body weight is eliminated from this model, the $R^2$ jumps to 0.036. This indicates an antagonistic effect between sex and percent ideal body weight.

However, this is not the only two-fold change in the partial deviance observed for any covariate in the process of the backwards elimination procedure. Comparison of the $R^2$ in the last row (full model), and of the $R^2$ just below the diagonal (immediately before deletion from the model), with the $R^2$ in the first row (the univariate effects) indicates that there are additional inter-reactions among the covariates which were not detected by the backwards elimination procedure. For example, examine the effects of the indicator variable for alcohol drinkers. In the full model a minor (but significant) effect is observed
\( R^2 = 0.0059 \) which remains unchanged until it is eliminated from the model in the fifth step. This is the value just below the diagonal. If we compare this value to the effect from the univariate model \( (R^2 = 0.0003) \), it is clear that alcohol consumption has a synergistic effect with one of the other variables still remaining in the model. To assess this, it was necessary that additional models be run. The partial \( R^2 \) for alcohol drinker in these additional models are presented in parentheses in the upper triangular matrix. These values represent the partial \( R^2 \) when "alcohol drinker" was added to the model containing the other variables within each successive row. The jump in \( R^2 \) (to \( R^2 = 0.0034 \)) occurs when alcohol drinker is added to the model containing triglycerides and sex, which indicates a synergistic effect between alcohol consumption and these variables.

The last row of the table gives a summary of the observed 2-fold antagonistic and synergistic effects found in terms of the indices of the other variables with which each covariate inter-reacts. Note that the variables "alcohol drinker" and "body weight" show antagonistic effects with some variables and synergistic effects with others.

As a companion, Table 2 presents the coefficients for the variables in each reduced model, and in the univariate models. Observed inter-reactions among the covariates indicated by at least 2-fold changes in the coefficients are also cited in the table. Note that this type of analysis fails to detect many of the covariate inter-reactions observed in Table 1. However, Table 2 is important in detecting qualitative inter-reactions with other covariates, as delineated by the changes in the coefficients for "alcohol drinker." Reading from top to bottom, in the univariate case, this covariate has a non-significant negative effect, and the coefficient changes to virtually zero due to the antagonistic effect with triglycerides. However, when sex and age are added to the model, the effect is strongly positive. The changes in the magnitude of the effect are best observed in Table 1, but Table 2 is needed to observe the change in the direction of the effect.

Table 3 presents the nominal \( p \)-value associated with each coefficient and the test of each effect. In the univariate analyses, all covariates except "alcohol drinker" and "% of ideal weight" are nominally significant at \( p < 0.05 \). In the full model, all except "diastolic B.P. ", "body weight" and "% of ideal body weight" (variables 6-8) are nominally significant at \( p < 0.05 \). The "best" reduced model contains the remaining variables (1-5) with these three deleted.

Finally, in a split-half validation, a backwards elimination procedure at the nominal 0.05 level in each half selected the first three covariates triglycerides, age and sex. In the first half, SGOT was also included \( (p = 0.013) \), and in the second half, "alcohol drinker" \( (p = 0.04) \) and "diastolic B.P." \( (p = 0.017) \) were also selected.

Therefore, these data might be interpreted as follows. Seven variables were identified to be assessed individually and in combination as covariates of serum cholesterol. The full model accounted for \( R^2 = 0.19 \) \( (p < 0.0001) \). Percent of ideal body weight showed no significant association with cholesterol level either individually or in combination with other variables. Body weight and diastolic
blood pressure, though each was significantly associated with cholesterol individually, contributed little to the multivariate model due to antagonism from the effect of triglycerides (in both cases) and that of sex (diastolic blood pressure). SGOT had a significant weak association individually and in combination with other covariates, with an estimated average increase of 3.6 mg/dl of cholesterol per 10 I.U. increase in SGOT in the full model. A slightly greater effect was observed for SGOT individually. The indicator for alcohol drinker showed no effect individually, but showed a significant weak association in combination with other covariates, principally due to synergism from sex and age jointly. In the full model, the mean cholesterol level for drinkers was estimated to be 7.1 mg/dl higher than for non-drinkers.

The remaining three covariates (triglycerides, sex and age) were significantly associated with cholesterol individually and in combination. The effect of triglycerides was unaffected in the presence of other covariates, with an estimated average increase of 26.7 mg/dl increase in cholesterol per mg/dl increase in triglycerides in the full model, and about 27 mg/dl in all other models. Individually, age had a significant association with cholesterol, with an estimated average increase of 10 mg/dl in cholesterol per 10 year increase in age. However, the effect of age was reduced in the multivariate model due to an antagonism from triglycerides and sex jointly, with an estimated average increase of 7 mg/dl in cholesterol per 10 yr increase in age. Sex also had a significant association with cholesterol both individually and in combination, but had an antagonistic effect from percent of ideal body weight. In the full model, males had an estimated mean cholesterol level 17.2 mg/dl higher than that among females.

0.4 DISCUSSION

The objective of exploring the data in the manner suggested by the above algorithm is quite different from that of a usual reduced model selection routine. Here the interest is not in determining what appears to be the best reduced model, but rather in explaining the manner in which the covariates inter-react within the context of a regression model. This is useful in communicating the results to the investigators whether or not one decides to recommend using a reduced model or the “full” model.

The notion of inter-reactions among covariates is by no means new. In the social sciences, one type of synergistic covariate inter-reaction is termed suppressor variable action where variable $X_1$ boosts the effect of variable $X_2$ by accounting for some of the residual variation in the association of $X_2$ with $Y$. Likewise, antagonism is similar to some definitions of “confounding” as used in many articles on this topic. (For example, see Wickramaratne and Holford (1987) and the reader reactions from Greenland, Holland and Mantel (1989)).

The notion of confounding arises when one is trying to assess the presence or absence of a causal association between one critical variable and the dependent variable in the presence of other potential causal factors (potential confounders) in a non-randomized observational study. However, in the types of analyses discussed herein, the objective is to ascertain the inter-reactions among all of
the covariates, not the assessment of a single primary covariate in the presence of others.

The method, however, is truly data exploration and thus is subject to influence both by the signal and by the noise in the data. Unfortunately, just as with a stepwise procedure, it is impossible to separate the effects of noise from the true signal in the data through such an algorithm alone. Additional analyses using model validation techniques could also be applied, such as a split-sample approach. In this case, the data could be randomly divided into two components and then an independent analysis for synergism and antagonism conducted within each of the component halves of the data. When applied to these data, the same patterns of inter-reactions are observed.

It should also be noted that many programs such as the SAS PROC REG present “sequential parameter estimates,” which present the changes in regression coefficient values as successive variables specified in the model statement are added to the model. As shown in Table 2, it is also instructive to examine the changes in the regression coefficients themselves from one model to the next. However, this will not be as sensitive an indicator of the magnitude of inter-reactions among the covariates, as shown in the example in Section 3. Thus, an algorithm searching for synergism or antagonism based on the regression coefficients alone may be misguided.

In principle, this algorithm is applicable to the broader family of generalized linear regression models, such as logistic or Poisson regression; and to other likelihood-based models such as the proportional hazards regression model. This would require separate examination of the partial deviance (log likelihood) for each covariate in each reduced model at each step of the algorithm. Unfortunately this would be highly computationally intensive, effectively requiring that one examine all \(2^k\) possible regression models. However, in such models, the Wald test \(\frac{\hat{\beta}_k}{S.E.(\hat{\beta}_k)}\) and the partial deviance are each asymptotically distributed as chi-square under the null hypothesis \(\beta_k = 0\). Therefore, it may be reasonable to employ the Wald test \(\chi^2\) value to explain the influence of each covariate in the model, at least as a first approximation. For a related discussion, see Magee (1990) who contrasts \(R^2\)-type measures based on Wald statistics versus those based on likelihood ratio (deviance) statistics. For non-linear models, other measures of explained variation have also been proposed (cf. Schepner, 1990, 1992; Korn and Simon, 1990, 1991; among others).

However, in the normal errors regression model, such as in the example of Section 3, it might be misleading to employ the partial \(t\)-test or \(F\)-test as the measure of covariate effects because the denominator (the mean square error) fluctuates from one model to the next. For the analyses summarized in section 3, the mean square errors fluctuated from 1537 to 1880.

Finally, we note that the above algorithm is not all inclusive in its exploration of inter-reactions among covariates. It is possible that a synergistic or antagonistic effect of great magnitude could be missed by this algorithm. To perform an all inclusive examination for covariate inter-reactions would require that one examine all \(2^p - 1\) models containing an individual covariate with all possible combinations of the remaining covariates. On the other hand, it is un-
likely that any substantial covariate inter-reactions of importance will be missed
by the above described algorithm.
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